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Outline�

•  ICRF2 noise floor (TN35).�
•  Noise floor computed with the Allan variance:�
– 2017a GSFC solution.�
– Allan variance and noise type determination.�
– Difficulties.�

•  Results for 2017a GSFC solution.�
•  Future evaluations.�
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ICRFs evolution�

Parameter	 ICRF1	(1997)	
Replace	FK5	op7cal	

frame	

ICRF2	(Jan	1,	2010)	 ICRF3	(2018)	

Observa@on	Dates	 08/1979	–	07/1995	
(16	years)	

08/1979	–	03/2009	
(29.5	years)	

08/1979	–	2018	
(~38.5	years)	

#	Observa@ons	 1.6M	S/X	group	
delays	

6.5M	S/X	group	
delays	

~15M	S/X		
+	X/Ka	and	K	delays	

#	Defining	Sources	 212	 295	 200-300	

Total	Sources	 608	 3414	 4400+	S/X	-band	
		675	X/Ka	-band	

800	K-band	

Noise	Floor	 ~250	μas	 ~40	μas	 20-30	μas	

Axis	Stability	 ~20	μas	 ~10	μas	 <10	μas	
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ICRF2 noise floor�

•  TN35: Noise floor calculated by decimation test (DSM).�
–  gsf08b solution.�
–  All experiments ordered chronologically and divided into two sets selected by even 

or odd session (experiments with the same core network of observing stations).�
–  Declination and right ascension noise computed for each 15o declination band in 

each solution (derived from differences between positions in the two decimation 
solutions).�
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Figure 19: Declination and Right Ascension noise for each 15 degree declination band in each solution
derived from di↵erences between positions in the two decimation solutions (solid circles). The average
noise for the solution di↵erences gsf08b - usn10b (open circles) and for gsf08b - iaa008c (solid triangles)
are shown for comparison.
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Figure 20: Formal error scaling factor for declination and Right Ascension (solid circles). Also shown
is the residual scaling factor after applying a uniform average scaling factor of 1.5 to the formal
uncertainties followed by a root-sum-square addition of 40 µas (open triangles).

The di↵erences between the GSFC solution and the other analysis center
solutions are shown in Figure 19 and follow the same general trend in
declination as for the decimation test di↵erence. The magnitudes of the
di↵erences are smaller because each of the analysis center solutions used
approximately the same set of data so that the estimates from the two
solutions are correlated. The analysis center wrms di↵erences give a
measure of analysis noise. The GSFC/USNO di↵erences are generally
the smallest since both solutions used the SOLVE analysis software.
The MAO and IAA di↵erences tend to be larger probably because these
solutions used di↵erent analysis software – SteelBreeze for MAO and
QUASAR for IAA.

9.3 Dependence of Source Noise on Number of Observing Sessions

The average formal precision of position generally is better as declination
increases since observing has been dominated by sites in the Northern
hemisphere. However, there is a large range of variation of formal pre-
cision in all declination bands. One of the motivations for inflating the
position uncertainties and establishing a noise floor is to account for er-
ror sources that cannot be averaged down by more frequent observing.
If all errors were Gaussian then the uncertainty of position estimates
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ICRF2 noise floor�

–  Noise floor of 15 μas in Right Ascension and 25 μas in Declination.�
–  As an upper limit, chosen noise floor of 40 μas.�
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Figure 21: Wrms noise (solid circles) for subsets of 50 sources in each solution as a function of the
minimum number of sessions a source was observed. The median formal uncertainty (red triangles)
in each subset is shown for comparison. These were derived from di↵erences between positions in the
two decimation solutions.
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Figure 22: Error scaling factor (solid black circles) for each subset of 50 sources in each solution as
a function of the minimum number of sessions a source was observed. The residual scaling factor
(red triangles) after application of a scale factor of 1.5 to the formal uncertainties followed by a
root-sum-square increase of 40 µas.
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Data studied in this work�
Latest GSFC solution�

•  Goddard VLBI source time series file gsf2017a.ts 
https://gemini.gsfc.nasa.gov/solutions/2017_astro/2017a_ts.html�

•  Generated on 14 April 2017.�
•  Databases from August 03, 1979 through March 27, 2017, for a 

total of 5696 sessions.�
•  Includes all of the VCS1-6, VCS-II, and UF001 A-D VLBA 

sessions.�
•  VLBI time series positions for 4241 sources. Some of these are 

with only one epoch. �
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K. O. Le Bail 17-March-2016 

2016%IVS%General%Mee0ng%–%Johannesburg,%South%Africa%

•  If%%%%%%%%%%%%%%%are%the%measurements%and%τ%the%sampling%
0me:%

%
•  By%analogy%with%PSD:%

%The%slope%of%the%Allan%variance%
%curve%indicates%the%type%of%noise.%

%
•  The%Allan%variance%is%used%to%determine:%

–  A%level%of%noise%:%%
–  A%type%of%noise%(white%noise,%flicker%noise,%random%walk).%

σ 2 (τ ) = 1
2
< (xi+1 − xi )

2 >

σ 2 (τ =1year)

(xi )i=1,n

log10 (τ )

Flicker%
noise%
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σ
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Determination of the noise floor –�
The Allan variance�

•  The Allan variance is a statistical tool that gives level and type of 
noise of time series.�

•  If             are the measurements and τ the sampling time, the 
Allan variance is: �

•  Cons: it has to be applied to regularly spaced time series.�
•  The type of noise is determined by the slope of the curve 

log10(Allan variance) = f(log10(sampling time)).�
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Determination of the noise floor –�
Difficulties (1)�

•  Real data:�
 Sources not observed 
regularly�
 => difficulties in statistical 
determination due to:�
–  Gaps in between 

observations;�
–  Number of observations.�

•  Averaging:�
 Yearly, 30-day and 10-day.�
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Determination of the noise floor –�
Difficulties (2)�

•  Real data: Structure�
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Determination of the noise floor –�
Difficulties (3)�

•  Real data: Homogeneity (cf. 2014 IVS GM poster)�
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Evaluation of the stability of ICRF2 in the past five years using the Allan variance 
 K. Le Bail, D. Gordon, and J. Gipson 

E-mail: karine.lebail@nasa.gov 

NVI, Inc., Code 698.2, NASA Goddard Space Flight Center, Greenbelt, MD 20771 

 In five years, VLBI accumulated more data for more sources. The current solution is getting 
more consistent and the frame realized by the defining sources seems more stable. Thanks to efforts 
like the IVS monitoring program (see poster in this same session 5), the IVS observation is 
becoming more consistent and uses more resources. We have a better understanding of the weakness 
in the Reference Frame and study new opportunities to strengthen it, like observing more of the 
southern sources or including Gaia transfer sources to link the future Gaia catalog with the ICRF. 

Figure 4. Stability of the frame realized by the ICRF2 defining sources in each solution. 

[1] Feissel-Vernier, M., Selecting stable extragalactic compact radio sources from the permanent 
astrogeodetic VLBI program, A&A, 2003. 

[2] Le Bail, K., and D. Gordon, Time-dependent Selection of an Optimal Set of Sources to Define a 
Stable Celestial Reference, in Proceedings of the IVS 2010 General Meeting, Hobart, Australia, Feb 
7-13, 2010, Eds D. Behrend and K. D. Baver, p.280–284. 

8th IVS General Meeting – VGOS: The New VLBI Network 

�  In 2010, we presented a method of analyzing VLBI source time series and evaluating the 
statistical time stability of VLBI sources, generating a stability index function of time for each 
source. This method is inspired by the paper of Martine Feissel-Vernier "Selecting stable 
extragalactic compact radio sources from the permanent astrogeodetic VLBI program” [1]. 

 Now, four years later, we use the same method to study current solutions and compare the 
evolution of the stability of ICRF2. 

 In the first part of this poster, we look at a particular source we studied in 2010: 3C418 and we 
determine by the Allan variance if the previous determination of noise is confirmed by the additional 
data. The second part of the poster looks at the stability of Celestial Reference Frames by using the 
stability index to quantify each source stability. A look at the ICRF2 defining sources is also given. 

Session 5 

Introduction 

Discussion References 

Studied VLBI solutions 

09GSF005 2012a 2014a 
Period 1979-Aug-03 

– 2009-Mar-16 
1979-Aug-03 

– 2009-Aug-06 
1979-Aug-03 

– 2014-Jan-16 
Number of 
sources 1204 1517 1696 

Stability study 

 We use (A1,A2,A3,dz) as an 
indicator of the Celestial Reference 
Frame stability. To judge the stability of 
a subset of chosen sources, we compare 
two Celestial Reference Frames realized 
by this subset: one is the yearly mean 
realization (CRF)i while the other is the 
mean being computed over the full 
period. To do so, we process three 
rotations (A1,A2,A3) and a fictitious 
declination bias dz. This is illustrated in 
Figure 3. 

The case of 3C418 with five more years of observation 

Figure 1. Position time series of 3C418 (middle plots), Allan 
variances computed from 1989-1993 time series (left plots) and 
Allan variances computed from 1997 to 2014.1 time series (right 
plots). 

Figure 5. Stability of subsets of stable sources selected in each 
solution (09GSF005, 2012a, 2014a over the period 1989.5-2009.5 
and 2014a over the period 1989.5-2014.1 -2014aL-). 

 In 2010, we studied the case of source 3C418 for solution 09GSF005. It was a good example 
of non-stationarity: the Allan variances computed from 1989-1993 show white noise at the level of 
100µas for both coordinates. The Allan variances computed from 1997 to 2009.5 show a 
combination of white noise and flicker noise, with a level for the flicker noise as low as 50µas for 
both coordinates. We extend this study to 2014 using the solution 2014a. The Allan variances 
computed from 1989-1993 show white noise at the level of 200 to 400µas, and computed from 
1997-2014, a combination of white noise and flicker noise. However, for the declination, the Allan 
variances curve is characteristic of white noise with a periodic signal with a period close to one year: 
the declination time series do not reach the same threshold of 50µas reached by the right ascension. 
The five more years of observation strengthens the previous statistical study. 

Reminder: The Allan variance is a statistical tool used to determine the 
type and level of noise of stationary time series by computing the Allan 
variance over various sampling time τ. The slope of the Allan variance 
curve indicates the type of noise as illustrated in Figure 2. 

Figure 2. The Allan variance to determine the type of noise. 

lo
g 1

0(
A

lla
n 

va
r.)

 

log10 τ 

Flicker 
noise 

Ran
dom

 

walk
 

W
hite 

noise 

Statistics 09GSF005 
(1989.5 – 

2009.5) 

2012a 
(1989.5 – 

2009.5) 

2014a 
(1989.5 – 

2009.5) 

2014a 
(1989.5 – 

2014.1) 
Std A1 0.0756 0.0703 0.0692 0.0646 

A2 0.0839 0.0415 0.0494 0.0488 
A3 0.0901 0.0473 0.0482 0.0440 

Mean A1 0.0127 0.0131 0.0148 0.0099 
A2 0.0108 0.0089 0.0061 0.0007 
A3 0.0090 0.0016 -0.0006 0.0019 

Table 1. Standard deviation and mean of (A1,A2,A3) in Figure 4. 

Figure 3. Method used to compute the parameters 
(A1(i),A2(i),A3(i),z(i)) to access the stability of 
Celestial Reference Frame. 

 In the second part of this study, we look at the stability of each source and build sets of stable 
sources for each solution. The method is described in [2] and summarized hereafter. Using statistical 
metrics as the Allan variance at one-year sampling time and the normalized values of the drifts for 
both coordinates (right ascension and declination), we calculate a stability index for each analyzed 
source. The sources are then sorted from the most stable to the less stable. Reference Frames are 
built using sets of ith most stable sources. For each of these References Frames, we compute a set of 
(A1(i),A2(i),A3(i),dz(i)) for each year i., and then calculate the standard deviation and the mean for 
the quantity A1+A2+A3+dz. Figure 5 shows the standard deviation and the mean in function of the 
number of sources used. 

 In Figure 5, the solutions 09GSF005, TS2012a and TS2014a are studied over a common 
period 1989.5-2009.5. Results are shown for TS2014a over a longer period: 1989.5-2014.1 
(TS2014aL). 

 The solution 2014a shows better stability than 09GSF005 and 2012a. A set of 280 sources 
gives an optimal stability. However, when looking at TS2014aL, the optimal set of stable sources 
reaches 400 sources. 

NB: The improvement in stability of 2014a compared to 2012a may be due in part to a reprocessing 
of difx correlated data from 2011.0 – 2012.5 to fix a difx2mark4 error. 

 First, we apply this to study the 295 ICRF2 defining sources. The three solutions are studied 
over the same period 1989.5-2009.5. The left plot of Figure 4 shows the (A1,A2,A3) obtained. The 
study is done for a longer period for TS2014a (1989.5-2014.1) and the results are shown in the right 
plot of Figure 4. The standard deviation and the mean are reported in Table 1. 

 For the latest solutions, the ICRF2 defining sources realize a more stable frame, suggesting 
the solutions are getting more consistent. 

�  In this study, we consider three different solutions: 09GSF005, 2012a and 2014a, all computed 
at GSFC/NASA with Calc/Solve. These time series solutions were all generated in the same manner: 
Five separate Solve/Globl solutions were run for each time series. In the first solution, the positions 
of all 295 ICRF2 defining sources were solved for as global parameters (a single position for the 
entire data span) and constrained to their ICRF2 positions using a no-net-rotation constraint. All 
other source positions were treated as arc parameters, (a separate position was estimated for them in 
each session.) In the second solution, one-fourth (74) of the defining sources were removed from the 
global parameter list and the no-net-rotation constraint (every fourth source by R.A.). Positions for 
those 74 sources (along with all the others from the first solution) were solved for as arc parameters. 
In the third, fourth, and fifth solutions, the next successive 1/4 of the ICRF2 defining sources (74, 74, 
and 73 sources) were treated as arc parameter sources. The time series for the 295 defining sources 
were taken from the second, third, fourth and fifth solutions. All other sources were taken from the 
first solution. 

 For these solutions, sessions with small and regional networks were excluded, since they do 
not yield highly accurate source positions. Also no VCS sessions were used, since most of the VCS 
sources were observed only once or twice. 



Determination of the noise floor –�
Selection by level of noise�

 Random walk�
 Too much structure 
to determine the 
noise of the source.�
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 White noise�
 The quality of the 
data is improving 
with time.�

 Flicker noise�
 The quality of the 
data is stabilized at 
a certain level of 
noise.�
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GSFC	2017a:	
4241	sources	

766	sources	

175	sources	

164	sources	

Flicker	noise:
91	sources	

White	noise:
66	sources	

Keep	sources	with	10	or	more	observa@ons	

Keep	sources	with	good	history	(observed	aher	1995,	more	than	5	
years,	more	than	2	observa@ons	per	session,	more	than	1	session	per	year,	less	
than	3	years	in	between	two	observa@ons,	less	than	50%	of	gaps	filled)	

Visual	check	of	the	homogeneity	of	the	@me	series	

Eliminate	9	sources	(random	walk)	



Determination of the noise floor –�
Results�

=> Noise floor as low as 5 μas.�
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Determination of the noise floor –�
Results�

Attention! This method uses ALL “good” sessions, contrary to the decimation test. �
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Green	★	:	ICRF2	noise	floor		-	average	on	sources	in	15o	declina@on	bands.	
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Conclusions and next questions�

•  Some of the sources have a noise floor as small as 5 μas.�
•  The noise floor increases when the declination decreases.�
•  Very few sources in the deep south ( < -50o ). Their flicker noise 

may be due to the small number of observations.�

Next steps:�
•  Use this method of noise floor determination by the Allan variance 

with the ICRF2 data (2009) and compare.�
•  For the ICRF3: different analysis centers will submit their ICRF 

solutions.�
 Different software packages, different models, different methods of 
data elimination…�

⇒   Different noise floors depending on the solution;�
⇒   Combined noise floor?  �
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